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Visual Analysis and Detection of Contrails
in Aircraft Engine Simulations

Nafiul Nipu, Carla Floricel, Negar Naghashzadeh, Roberto Paoli, G. Elisabeta Marai

Fig. 1. Visual analysis of contrails using multiple coordinated views. (A) Filters for I/O/model parameters and color legend. (B)
Colored-tile glyphs representing groups of same-parameter ensemble members; the bottom run is currently selected. A large number
of runs appear to share the same input parameters. (C) Filament plots grouping output parameters of all ensemble runs; the current
run is highlighted and appears significantly different. (D) 3D plumes of two similar runs, showing cooling temperatures further down
the jet plume, along with animated particle trajectories. (E) Contrail evolution panel displaying the progression of contrail structures,
showing a general trend where smaller groups merge into larger groups.

Abstract—Contrails are condensation trails generated from emitted particles by aircraft engines, which perturb Earth’s radiation budget.
Simulation modeling is used to interpret the formation and development of contrails. These simulations are computationally intensive
and rely on high-performance computing solutions, and the contrail structures are not well defined. We propose a visual computing
system to assist in defining contrails and their characteristics, as well as in the analysis of parameters for computer-generated aircraft
engine simulations. The back-end of our system leverages a contrail-formation criterion and clustering methods to detect contrails’
shape and evolution and identify similar simulation runs. The front-end system helps analyze contrails and their parameters across
multiple simulation runs. The evaluation with domain experts shows this approach successfully aids in contrail data investigation.

Index Terms—Scalar Field Data, Physical & Environmental Sciences, Mathematics, Feature Detection, Tracking & Transformation

1 INTRODUCTION

Aircraft engines emit hot gases and particulates such as carbon dioxide,
water vapor, hydrocarbon, and soot particles. Under sufficiently low
ambient temperature, the soot particulates form visible white lines in
the sky by condensing water vapor. These visible white lines become
additional ice clouds in the form of condensation trails called contrails.
Under the right conditions, contrails can spread up to several square
kilometers and become indistinguishable from natural clouds. Like
regular cirrus clouds, contrail cirrus clouds have two competing effects
on climate. They shade the Earth by reflecting incoming sunlight into
space. At the same time, they trap heat radiating from the Earth’s sur-
face, particularly at night, causing warming of the air below. Contrails
heighten the effect of global warming, accounting for more than half
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(57%) of the entire climate impact of aviation [89]. With the growing
air traffic leading to an increase in aircraft emissions of contrails over
the last two decades, scientists are trying to find how and to which
extent engine architectures, different fuels, and atmospheric conditions
contribute to climate change [69].

Computational Fluid Dynamics (CFD) experts analyze contrail for-
mation using computational aircraft engine simulation models [67].
These models are complex and require high-performance computing
(HPC) power. Each simulation model is run several times with different
input parameters and boundary conditions to generate spatio-temporal,
multivariate output, often in the form of ensemble data. Because of the
data complexity, domain experts leverage pre- and post-processing to
balance computational and human effort. As part of post-processing,
they often seek the help of data visualization to interpret the output—
Paraview is used to calculate and visualize basic quantities related to,
for example, particle diameters, and Python scripts are used to aver-
age and plot, for example, the ice particle radius as a function of the
distance from the jet (see Supplemental Materials). These basic explo-
rations do not support, however, the comparative analysis of ensemble
members, do not capture the contrail shape or relationships among the
input, output, and the model used, nor do they help define the contrail
characteristics.
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The visual analysis of contrail data needs to meet several challenges.
First, due to the complexity of the problem, contrail simulations depend
on an unusually large number of parameters (>30), and visualizing
these many parameters in a meaningful way is difficult. Second, the
contrail problem requires complex computational modeling, which
tends to introduce modeling errors—for example, our collaborators
have been experimenting and struggling with details in the compu-
tational models for several years. Thus, creating visualizations that
can expose such modeling errors is necessary. Third, identifying the
contrail and characterizing its structure and evolution in meaningful
visual ways is difficult due to the lack of an appropriate computational
approach. Fourth, detecting similarities among simulation runs likely
depends on the spatial constructs produced at the output, which are not
well defined. Last, the HPC-generated data is very large (>100 GB, or
rather GiB), which poses a challenge to effective visualization.

In this work, we present an interactive visual computing framework
to analyze contrail ensemble data—in particular, multiple airplane
engine simulation runs. The system back-end leverages clustering
methods to detect the shape and evolution of contrails, and then group
together similar simulation runs. The system front-end provides the
means to analyze contrails and their parameters over time.

The contributions of this work are: 1) a description of the application-
domain data and tasks, with an emphasis on quantifying the contrail
spatial features and identifying their similarities; 2) a characterization
of the properties and criterion of contrails formation, and a description
of an algorithm to detect contrail shapes and their characteristics; 3)
the process of blending data mining and interactive visual encodings to
explore contrail trends through clustering, as well as contrail evolution
using a customized tracking graph and 3D views; 4) an implementation
of the resulting design in a novel visual analysis system; 5) an evaluation
by domain experts, showing the effectiveness of the system.

2 RELATED WORK AND BACKGROUND

Contrail Background. Aircraft emissions alter the chemical com-
position of Earth’s atmosphere by creating ice clouds known as con-
trails [81]. The transformation of contrails from initially line-shaped to
indistinguishable natural clouds occurs throughout the life cycle of the
contrail, which is represented by four regimes [29,68]. The first regime,
the jet regime, occurs a few seconds after emission; the second one, the
vortex regime, occurs minutes following the first phase; next, the dissi-
pation regime follows minutes after the vortex regime; and finally, the
diffusion regime continues a few hours after the dissipation regime [68].
Due to these multiple regimes, contrail modeling is challenging, and
requires multiple resource-intensive HPC-generated simulations with
many parameters (>30). Environmental research has been carried out
for the different regimes of the wake, using in situ measurements [84]
or satellite observations [61] to understand contrail formation and its
effect on the environment.

This work mainly looks at the jet regime. Paoli et al. [67] have
observed that in this regime contrails start forming at the engine’s edge,
at lower temperature and higher humidity. However, the main focus of
previous research was on simulation modeling and achieving optimal
simulation parameters for contrail formation. In contrast, we present a
visual analytics framework to analyze the simulation input, model, and
output (I/O) parameters, to compare simulation runs, and to support the
in-depth analysis of contrail formation and its longitudinal progression.
Computational Fluid Dynamics and Natural Science Visualization.
Data visualization plays an essential role in the scientific studies of
natural phenomena, from fluids to dark-matter [1, 15, 22, 34, 35, 56, 78].
Analyzing spatio-temporal relationships in these data often requires
extracting features and exploring attributes [2, 60]. Similarly, in this
work, we detect and extract contrail-related spatio-temporal features.

Multiple coordinated views are a common technique used in com-
putational fluid dynamics (CFD) to analyze regions of interest while
reducing visual occlusion [20]. Demir et al. [19] distinguish spatial
locations and variations of the flow data by analyzing the statistical
properties of 3D ensemble fields. However, they only considered the
whole data distribution. In contrast, we consider both individual and
overview levels of the data.

In natural science visualization, volume-renderings [46] are incorpo-
rated to reveal important features of 3D fields. Liu et al. [48] created a
single volume by modeling the ensemble members as a Gaussian Mix-
ture Model at each grid point. Lukasczyk et al. [52] applied Gaussian
filtering and direct volume rendering to identify viscous fingers from
salt concentration. In this work, we follow a similar approach to obtain
a 3D representation, and we use direct volume rendering to identify
contrail-related spatio-temporal features.
Ensemble Visualization. Ensemble data is a collection of outputs gen-
erated from different executions of the same simulation models with
slightly varying parameters [36], or executions of different simulation
models [31, 73, 75]. This data is usually generated to model initial
boundary conditions [75, 96], investigate parameters [8, 33, 92, 96],
analyze uncertainty [8, 65, 79] or compare different ensemble mod-
els [73, 75]. Due to the advancement of computational power and data
acquisition tools, ensemble data is generated at an unprecedented rate
throughout varied disciplines [36, 88]. Yet, its complex nature makes it
difficult to analyze [91] and visualize [43, 74].

Often statistical summaries such as mean, variance [62, 93], model-
ing probability distributions [7, 76], and clustering methods [25, 26] are
used to reduce the complexity of the ensemble data. Summary-based
visualization techniques such as summary statistics [66], probabilistic
features [70,72], color maps, contours, animation [17,71], contour box-
plots [93], curve box plots [62], spaghetti plots [79], and glyph-based
visualization [37, 71] are used to display the overview and find relation-
ships between ensemble members. Nonetheless, these techniques do
not work well with large data, with the analysis of many parameters,
or with a detailed distribution of ensemble members. In contrast, we
incorporate customized encodings to show the large ensemble data,
emphasizing parameters and individual ensemble members.

Temporal trend analysis is an important task in ensemble visualiza-
tion. Many techniques rely on either juxtaposing multiple views [92]
or superimposing plots at different time steps [27] to explore tempo-
ral trends of ensemble data. However, these methods have scalability
problems and can result in visual cluttering. Time-series plots [10, 39],
uncertainty cones [65], and curve boxplots [62] have also been intro-
duced. Yet, these visualizations do not provide details of the members
at specific time points. On the contrary, our analysis focuses on the
overview of the simulation members at a given time.

Coordinated multiple-views have been adopted to analyze both in-
put parameters and output ensemble data. These aggregated views
may include multi-chart visualization [18, 19, 39], colored overlays [9],
series of parallel coordinates plots [49], or various types of tracking
graphs [13, 52, 94]. Luciani et al. [50] used multiple-linked views to
explore multi-run ensemble simulation and facilitated the understand-
ing of ensemble characteristics, but did not consider the correlation
between I/O parameters or the direct comparison between ensemble
members. Similarly, our work builds on ensemble data emphasizing
the run characteristics; however, our focus is on the relation between
I/O parameters and simulation output.
Clustering, Distance Measures. In ensemble visualization, clustering
methods are used to group members to reveal meaningful patterns in the
data. K-means [19,83], hierarchical clustering [92], and DBSCAN [47]
are the most common clustering algorithms. Clustering methods can
use different common distance measures such as the Euclidean [26,
27, 30, 44, 85], the Manhattan [11], the Mahalanobis distance [40, 59]
or application- or data-specific measures that use scalar values as the
feature vectors [44], or sums of squared intensity differences [14], etc.
In this work, we incorporate traditional distance measures and domain-
specific characteristics to achieve relevant clustering results for our
domain problem; details of our approach are discussed in Section 3.4.

3 SYSTEM DESIGN AND OVERVIEW

The present project was designed and developed through an interdisci-
plinary collaboration between two research groups over two years. Due
to the 2020 pandemic, the collaboration was remote. Our team con-
sisted of a mechanical engineering research group composed of a senior
domain expert and a graduate student, and a visual computing team
composed of a senior visualization expert and two graduate students.
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Fig. 2. Three scenarios for contrails formation on the temperature (T )
- water vapor pressure (Pv) diagram. Saturation curves with respect
to water Sliq and ice Sice are represented in orange and green colors.
Each particle follows the mixing line paths from exhaust (top-left) to
ambient (bottom-right) conditions. The Mixing lines show the conditions
for contrail formation and their persistence in the environment.

The team met on a weekly basis to discuss simulation generation, data
processing, and the system’s design. Feedback from the collaborators
was incorporated into the design.

This project used an Activity-Centered-Design (ACD) approach [55]
to design the visual computing framework. The ACD paradigm is
an extension of the Human-Centered-Design paradigm, focusing on
user activities and workflows. Using this paradigm, the team met
over multiple sessions to determine functional specifications, prototype,
evaluate encodings and interfaces, and decide upon necessary changes.

Our computational back-end was built using Python with pandas,
scikit-learn, NumPy, and Jupyter. The front-end was developed using
JavaScript with D3.js [12] and WebGL.

3.1 Activity Analysis
Our collaborators had extensive experience in ParaView [5] with Open-
FOAM [42] in post-processing, although they could not compare or
validate multiple simulations simultaneously, nor characterize the con-
trail. To visualize a contrail in ParaView, they would color-code the
particles by diameter size and consider any diameter larger than the
initial soot diameter as an indicator of ice or contrail formation. Ad-
ditionally, they manually checked the input parameters and boundary
conditions to validate the simulation data, and used Python to plot
basic output quantities (see Supplemental Materials). Investigating
the contrail formation, defining their characteristics and their evolu-
tion, and identifying similar members was impossible due to a lack
of an appropriate computational approach. Furthermore, they wished
to compare multiple outputs and input/model conditions, for which
capabilities were limited, even with the use of scripts. They were also
concerned whether the model behaved appropriately, and they were
further concerned with data quality.

After multiple meetings with the collaborators, we summarize the
functional requirements for the project as activities below:

• A1. Explore multiple simulation runs and determine whether the
model behaves as expected

• A2. Summarize a set of simulation runs
• A3. Derive a contrail formation criterion
• A4. Characterize the contrail structures
• A5. Analyze the contrail structures temporally
• A6. Analyze simulation runs based on contrail characteristics
• A7. Identify run similarities based on input, model, and output

parameters
The non-functional requirements included a request for an easy-to-

access visual framework that efficiently handles large ensemble data,
data quality awareness, and the ability to visually handle the variability
of I/O parameters across simulations.

3.2 Data
Generating the data for an ensemble member can take up to several
days and requires HPC power to extract relevant information. The
data are large (>100 GiB), and are generated from multiple computer-
generated aircraft engine simulations. Each simulation is run with
different user-defined categorical input and model parameters (e.g.,
aircraft engine type, grid resolution, geometry, scope, etc.), and with
different boundary conditions. This process generates multiple output
ensemble members, also referred to as simulation runs. Each run con-
tains details about particle trajectories, as well as numerical properties,
which are used to analyze contrail formation for each engine type. Each
output ensemble consists of multiple time steps (ranging from 10 to 15),
and each time step features particle numerical attributes such as posi-
tion, temperature, diameter, ice label, and pressure. The data consisted
of a total of 29 simulation runs, where 19 of the runs had multiple time
steps, and 10 of the runs yielded the final full-grown contrail structure.

3.3 Contrail Formation Criterion
We considered the physics of the problem to describe the process of
contrail formation, and to define its structure (A3). In high relative
humidity, for example in the tropics, and at high altitudes, contrails are
formed in the jet plume when moist and unsaturated hot-exhaust gasses
mix with the cold ambient air [3]. This mixing process is illustrated
in the water-vapor partial pressure-temperature plot shown in Fig. 2.
Assuming that the vapor and heat diffuse at the same rate and the
flow is adiabatic (i.e., a process without transfer of heat to or from a
system), the mixing can be represented as a straight line called a mixing
line. The saturation curves for liquid water Sliq and ice Sice can then
be derived from the Clausius-Clapeyron equilibrium equations for a
perfect gas as follows:

d lnSliq

dT
=

Eliq(T )
RT 2 (1)

d lnSice

dT
=

Eice(T )
RT 2 (2)

where Eliq is the latent heat of evaporation, Eice is the latent heat of
sublimation (i.e., the transition of a substance from its solid state to
directly to its gas state), T is the temperature, R is the molar gas constant
and R = 8.31Jmol−1 K−1.

When a fluid element traverses through the mixing line, it first
reaches ice saturation, then liquid saturation (Fig. 2). If the mixing line
does not cross the liquid saturation curve, the contrail will not form.
On the other hand, if the mixing line crosses the liquid saturation curve,
the contrail will form and persist. However, after crossing the liquid
saturation, if the mixing line crosses the liquid saturation again, the
contrail will form but will not persist.

3.4 Computational Back-end
The complex simulation data goes through several transformation and
computation steps in the back-end (Fig. 3, steps B-J) before it can be
used in the visual computing framework (Fig. 3, steps K-O). First, the
data (Fig. 3, step A) is pre-processed (Fig. 3, steps B-D), and then
several algorithms are applied (Fig. 3, steps E-J) to extract relevant
information for the visual front-end. Pre-processing can take up to 30
min on an 8GB Nvidia GeForce RTX 2070 GPU, and Intel 3.6GHz
CPU machine, depending on the size of the simulation runs. The data
workflow in the computational back-end is presented below.

3.4.1 Data Conversion.
The simulations can be run on 2D grid structures (Fig. 3, step B) or
3D grid structures (e.g., cylindrical grid [90]) (Fig. 3, step D). In this
work, we deal with both types of grid structures, 2D and 3D, where the
simulation captures particle trajectories up to a few seconds after they
exit the aircraft engine jet. Because the contrail problem is symmetric,
whenever 2D data was provided, we converted the particle data to 3D
(Fig. 3, step C) by rotating the axis aligned with the jet axis; in our case,
the X-axis.
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Fig. 3. Solution overview. The system has three main components: simulation data, computational back-end, and visual front-end. Simulation data
includes the simulation input and model parameters and outputs. The simulation data (step A) goes through several offline transformations and
computations in the computational back-end (steps B-J), and then it is used in the four main views of the visual front-end (steps K-O).

The 3D reconstruction of the jet plume based on 2D data is a legiti-
mate post-processing methodology to study the contrail dynamics. The
flow-field is statistically two-dimensional and axis-symmetric, which
means that, when averaged over many (ideally infinite) realizations, it
will only depend on the axial and radial coordinates. Even if a single
realization (an instantaneous “picture”) of the contrail would still be
three-dimensional, the Lagrangian particle tracking implemented in the
solver is able to capture these effects in a 2D setting. This is due to the
random motion of particles seeded in the flow, which span regions with
different levels of temperature and vapor concentration. Examining
the result in 3D is necessary even with 2D grids because the output is
judged in relation to the physical phenomenon observed in nature.

3.4.2 Ensemble Member Similarity Measurement
To support activities A6 and A7, we implemented two approaches
to identify similar ensemble members, based on our collaborators’
requirements. The first approach identifies similar members according
to the I/O and model parameters (A7) (Fig. 3, step E). The second
approach finds similar members based on the shape of the contrails
(A6) (Fig. 3, step F).
Contrail Attribute Computation. Given the contrail formation cri-
terion, for each time step, we extracted the following contrail charac-
teristics: mean temperature, number of ice particles, the total mass,
and the length of the ice (Fig. 3, step E). Our collaborators and we
arrived at this set of characteristics through repeated exploration of
the data. These characteristics enable us to analyze the correlations
and similarities between input and model parameters and output. We
determined for each time point the mean temperature and the number of
particles that have turned into ice, and the total mass of the ice particles
via the following formula:

mtotal =
N

∑
p=1

1
6

π d3
p α (3)

where mtotal is the total mass of the ice particles for a specific time
step, p = 1,2, ..N is the number of particles, dp is the diameter of p-th
particle, and α = 917kg/m3 is the ice density. The mass was computed
for each ice particle p, and summation was used to get the total mass
of all ice particles for a given time step.

Next, the total length of the contrail was computed to identify how
far the ice particles were spread out in the simulation environment.
For a specific time step of a given simulation, if the X-coordinates of
the particles were the same as in the previous step, we calculated the
pairwise distance of all particles. Otherwise, we used the convex hull of

ice particles (i.e., the smallest convex set that contains all of the points
in the set [6]) to calculate the pairwise distance between the points on
the hull. Finally, we considered the two furthest particles and calculated
their Euclidean distance as the length of the ice/contrail structure.
Similar Members Based on I/O and model Parameters. Analyzing
the I/O and model parameters of similar ensemble members can help
domain experts achieve ideal parameters for simulation models (A7).
Our collaborators were particularly interested in this approach, as it
could save them considerable time and resources when running the
HPC simulations. We used the k-Nearest Neighbor (KNN) clustering
algorithm to identify related members across different simulation runs
based on their I/O and model parameters (Fig. 3, step E). The input
and model data consists of categorical attributes such as aircraft engine
streams, scope, grid, and solution, whereas the generated contrail out-
put consists of numerical attributes such as temperature, number of ice
particles, and the total mass and length of the ice structure. Hence, se-
lecting the right distance metric is essential to achieve accurate results.
To solve this, we used the Gower distance, a measure to find the simi-
larity between datasets consisting of mixed type attributes [32]. The
Gower distance GDxy of two ensemble members x and y is calculated
as the average of partial closeness across n attributes:

GDxy =
1
n

n

∑
i=1

Pxyi (4)

where Pxyi denotes the partial similarities of attribute i. The distance
between two members is the average of all attribute-specific distances;
ranges between 0 and 1. For a numerical attribute i, the partial similarity
between two members x and y is:

Pxyi = 1−
∣∣Vxi −Vyi

∣∣
max(Vi)−min(Vi)

(5)

where Vxi and Vyi are the attribute values of member x, y and the range of
the attribute i is between max(Vi)−min(Vi). For a categorical attribute,
the partial similarity between two members x and y is 1 if both members
have the same value and 0 otherwise.

Pxyi =

{
1, if Vxi =Vyi

0, if Vxi ̸=Vyi
(6)

Our algorithm for finding similar ensemble members based on I/O
and model parameters is the following: 1) we take the I/O and model
parameters as attributes for all members, throughout all simulation runs;
2) we calculate the Gower distance for each pair of members, which
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Fig. 4. Shape Detection Algorithm: (A) Positions of 2D ice particles from one time point of a simulation. (B) Result of the α-Shape Algorithm,
constructing points at the border of the simulation spatial output. (C) Extracted boundary points are ordered chronologically to generate the contrail
shape.

is then used as the distance metric for the KNN clustering method; 3)
we compute the five most similar members based on the I/O and model
parameters for each member.
Contrail Shape Detection. Determining the shape and spread of the
contrail was important to the domain experts, who wished to understand
the evolution of contrail structures and their spatial characteristics (A6).
In computational geometry, many algorithms have been introduced to
compute the shape of a set of points. Jarvis [41] proposed an algorithm
to estimate shape as a generalization of the convex hull of a planar point
set. Edelsbrunner et al. [23] later introduced a mathematical definition
of shape and proposed an algorithm to find the shape of a planar point
set called α-shape. Their algorithm is based on Delaunay triangula-
tions [45]. In this work, we incorporate Eldesbrunner’s definition and
calculate the 2D contrail shape based on the α-shape algorithm (Fig. 3,
step F).

Our procedure is: 1) for a specific time step of a simulation run,
consider the (X ,Y ) coordinates of the ice particles (Fig. 4.A); 2) calcu-
late the α-shape for that time step, where we only preserve the outer
border and return a set of pairs representing the edges of the α-shape
(i.e., a set of points at the boundary) (Fig. 4.B); 3) chronologically add
the points to a list to get all the points contributing to the shape of the
contrail (Fig. 4.C).
Similar Members Based on the Contrail Shape. We apply KNN to
each member to determine the five most similar ensemble members
based on their shape (A6). Initially, we used the Hausdorff distance [86],
which is commonly used to determine similarities between two object
shapes [38] (Fig. 3, step F). Yet, because this measure is susceptible
to outliers and noise data, it did not yield accurate results in our case.
Moreover, our collaborators wished to consider shape characteristics
such as the area of the shape, its length, height, and slope. Therefore,
we later followed a different approach where we first applied noise
filtering and then extracted the shape characteristics.
Noise Filtering and Similar Shape Detection. There are cases where
a few particles veer off from the contrail structure and still turn into ice.
These distant particles affect the overall shape of the contrail as deter-
mined by the α-shape algorithm (Fig. 4), and thus also the subsequent
similar shape detection results. The experts agreed that such particles
can be safely filtered out. To this end, we performed least squares
linear regression on the 2D projected points in the structure’s upper
half. A distance threshold from the regression line was determined
heuristically as five times the vertical standard deviation of all the ice
particles in that time step. The experts agreed that particles higher
than this threshold (respectively lower in the symmetric lower half)
could be safely skipped. After removing this noise and consulting with
the experts, we then extracted the characteristics for each shape, and,
for each member, we applied KNN to identify the five most similar
ensemble members.

3.4.3 Contrail Group Detection and Tracking
For an in-depth exploration of contrail formation, in each simulation
run, we identified particles that turned into ice and the number of ice

clusters present at each time-step (A4) (Fig. 3, step H). The experts were
interested in identifying large contrail structures, their characteristics,
distribution, and evolution over time.

We applied the DBSCAN algorithm [24] to determine the number
of ice clusters present in a specific time step, as DBSCAN can dis-
cover clusters of arbitrary shapes based on the spatial density of ice
particles (see the Supplemental Materials). The model generated using
DBSCAN is dictated by the threshold distance eps, which is used to
determine whether two points are neighbors or not. To determine the
optimal eps value, we used a algorithm similar to the one by Rahmah
et al. [77], which calculates the Euclidean distance of each pair of
particles. For each particle, we sort the closest distance to the neigh-
bors in ascending order and then consider the distance of the k nearest
neighbors (k=3). The distance values are then represented as a curve,
where eps corresponds to the point of maximum curvature (i.e., criti-
cal change in the curve), which is calculated using the Satopaa et al.
technique [80].

In short, our proposed algorithm to identify contrail structures (Fig. 3,
step H) is the following: 1) for a specific time point, we only consider
the particles that have turned into ice; 2) we calculate the optimal eps
value to run the clustering algorithm; 3) we run the DBSCAN algorithm
to find the clusters (i.e., contrail structures) for the present time step; 4)
we repeat the above steps for every time step of a simulation run.

Next, we process the contrail group structures that were identified
previously, in order to track their progress across a simulation run
(see Supplemental Materials). This process determines the temporal
context of the contrail evolution and captures the formation, dissipation,
merging, and splitting of contrail structures. In addition, this process
helps to determine the number of particles in each group and their
characteristics (e.g., the length or mass of different clusters).

3.5 Visual Front-End
We used a parallel prototyping approach [21], due to its proven success
in making better design choices, and in stimulating more detailed and
constructive feedback compared to serial prototyping. The design of
our framework is based on multiple coordinated views, which support
both overview and details, and provide the ability to visually integrate
multivariate spatio-temporal ensemble data (A1). The final design
leverages qualitative feedback from our collaborators. The visual front-
end consists of four main views: 1) An Input and Output Parameter
View (Fig. 1.B, C) assists in providing a summary of the simulation
run parameters (A2, A7); 2) A 3D Plume Projection View (Fig. 1.D)
supports the examination of simulation particles and contrail formation
(A1, A2); 3) A Contrail Evolution View (Fig. 1.E) allows exploring
the contrail temporal progression (A4, A5); and 4) An alternative
Similar Shape Exploration View (Fig. 7.A) aids in the identification
and analysis of similar simulation runs (A6, A7).

3.5.1 Input and Output Parameter View
This view provides a guided summary of the ensemble members’ sim-
ulation parameters. The view helps identify areas of interest across
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Fig. 5. Run analysis. (A) Filtering by two-stream aircraft engine and coarse-grid reveals (B) a large group of simulation runs with these settings (see
the color legend in A and the tile glyph in B). (C) Two groups are also revealed, with low mean temperature in the filament plot. The distributions of
(D) soot particles, and (E) ice particles for a specific time step can be further examined. The filtered simulations show that contrails start to form
further from the jet exit. (F) Filtering the simulation based on diameter values reveals that most ice particles have large diameters.

multiple simulation runs. It also helps select, compare, and examine
specific ensemble members (A2, A7) (Fig. 1.B,C). The input, model
and output parameters are displayed in two linked panels. A filtering
panel allows filtering members across the interface (Fig. 1.A).

Finding a suitable visualization for a large number of categorical
input variables (>30) proved to be challenging. After multiple attempts,
we arrived at a custom colored-tile glyph (Fig. 1.B) that maps the
parameters to what was originally an airplane-inspired shape (e.g.,
aircraft attributes on the fuselage, simulation boundary conditions on
the first left-wing, particle attributes on the first right-wing, etc), but
evolved into a general two-dimensional glyph. We designed this glyph
(see Supplemental Materials), intuitive to the experts, through multiple
feedback-driven prototypes that explored rich, dynamic shapes and
colors.

Visualizing the large set of categorical values with the glyph was
still a challenge, as the color-dense resulting display was overwhelming
to the experts. Fortunately, we realized that many simulation runs had
the same input parameters. Our collaborators agreed that they were
mainly interested in the effect of the differences in parameters between
members. Therefore, instead of showing increasingly complex tile
glyphs with various colors, we emphasized the differences between
parameter settings for all simulations through color. This approach
provided an elegant solution to the challenge of large numbers of
input parameters. Furthermore, this representation enabled us to group
ensemble members with the same parameters, and show a single group
representative glyph.

Glyph tooltips provide additional details about each attribute. To
reduce cognitive load, a color legend for the glyph is provided within
the input parameter panel. The panel consists of the attribute names,
their values, and the glyph color mapping (Fig. 1.A).

The output simulation parameters are sequential event-based at-
tributes. Mean values for each time step were computed for these
attributes.We group the ensemble members per parameter, for easier
progression interpretability. The design process explored a wide range
of possible temporal encodings, many of which showed scalability prob-
lems. After several sessions, the design process focused on a promising
encoding called a filament plot [28]. Filament plots emanate from a
common root, then proceed in a left-to-right direction aligned with the
time sequence. We used a plot for each attribute, where each filament
represents the entire observation period for an ensemble member’s
output attribute, with dots along the filament to indicate time stamps.
The currently selected run is highlighted with color. To account for
inter-member attribute variability, the curvature degree for the filament
at each time step encodes the relative change from the previous attribute

value, where upward rotation indicates value increases and vice versa
for the downward rotation.

3.5.2 3D Plume Projection View
To support the evolution and comparison of two simulations, the 3D
plume projection view (Fig. 1.D) displays the particle distribution over
time, color-coded based on a set of pre-selected attributes such as
temperature or diameter (A1, A2). The plume denotes the aircraft jet
engine exhaust.

We applied direct volume rendering (Fig. 3, step G) to analyze the
3D simulation of ensemble members over time, emphasizing the spatial
features, formation, and evolution of the contrail structures (A2) that
are released through the plume. As each simulation run can contain
up to millions of particles, the slow rendering time can affect the sys-
tem’s overall efficiency, which was a concern for the domain experts.
Therefore, we incorporated volume rendering to efficiently show the
detailed distribution of the ensemble data without compromising impor-
tant information. Our method works well as the size of the volumetric
data does not increase with the number of particles. Based on the
contrail criterion and feedback from the domain experts, we used the
temperature, the diameter, the ice label, and the group of contrail par-
ticles to calculate the density distributions of the particle data. After
extracting the volumetric data, we applied a direct volume rendering
technique—namely, ray casting—using WebGL, which provided better
image quality than other methods.

Additionally, as required by the domain experts, animations of all
simulation runs show the progression of contrails throughout the whole
simulation, and filtering options are available based on the particles’
physical properties (Fig. 5.F). Different shader options are provided
for better readability of the simulation results based on their attributes
(e.g., particle temperature). We used the MIP shader to identify the
distribution and overall shape of the contrail group structures (Fig. 6.A).
Additional shaders can be selected to render the clusters of particles,
and the filtering slider can be used to filter the particles based on their
cluster group. A time slider allows exploring specific time steps.

3.5.3 Contrail Evolution View
The contrail evolution view (Fig. 1.E) displays the progression of con-
trail structures during a simulation run through a customized node-link
diagram (A4, A5). In particular, the domain experts wished to un-
derstand contrail evolution, and whether and how contrail structures
merge. We first tried a node-link encoding with a forced layout be-
cause it correctly captured the contrail grouping. However, it did not
preserve the temporal aspect of the data, so we customized it to follow
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Fig. 6. Contrail structure groups and evolution over time. (A) Different colors showing the contrail structures of the 0.1 time step of a simulation run.
The largest contrail structure is at the center and further away from the jet exit. (B) Contrail structure evolution over time showing the merging/splitting
of groups. The highlighted group does not move to the next time step, indicating the group leaves the simulation environment.

a left-to-right direction to better emphasize the temporal aspect of the
structures’ evolution. Each column corresponds to a time step during a
simulation, while each circle node represents a contrail group structure.
The radius of each node is scaled by the number of particles in that
group. The group of contrails may merge or split according to the
longitudinal evolution of the contrails (Fig. 6.B), which is emphasized
by the diagram’s links. We minimize edge-crossing by implementing a
simple algorithm that starts from the most recent timestep and traverses
backward, positioning each child group near its parent. If a child has
multiple parents, the algorithm positions the child near its most recent
parent. Finally, hovering over a child shows details-on-demand infor-
mation about the group id, mean temperature, number of ice particles,
mass, and length.

3.5.4 Similar Shape Exploration View
An alternative panel to the input and output parameters panel (Fig. 1.A-
C), this view aims to identify similar ensemble members based on shape
characteristics or I/O parameters (A6, A7) (Section 3.4.2) (Fig. 7.A).
For a selected member, this view facilitates the exploration of the five
most similar members and their shapes based on user-defined similarity
measures. Additionally, Kiviat diagrams display details about each
member’s contrail attributes (e.g., mean temperature, total area, total
length, total mass, and total particles). Due to their closed polygon
shape, a preattentive feature, Kiviats are particularly effective in small
multiple form [54, 87], emphasizing similar ensemble members or
outliers. Hovering over the Kiviat shows related information about the
contrail characteristics of a particular member.

4 EVALUATION

We evaluated our solution through a combination of multiple demon-
strations and case studies involving two domain experts who are also
co-authors of this paper. Our evaluators were not involved in the devel-
opment of the visual framework at all stages, but provided qualitative
feedback regularly, through weekly online meetings. Apart from the
regular design feedback sessions, we completed two case studies re-
motely, using screen sharing and note-taking along with the think-aloud
method. The exploration of the interface was directed by the domain
experts, and the first author following their instructions. We analyzed
19 simulation runs during the first case study, and another 10 simulation
runs for the second case study.

4.1 Case study 1: HPC Data Quality Validation and Contrail
Evolution Analysis

This case study focused on exploring the correctness of the numerical
model and simulation, and visually validating the contrail detection
approach (A1, A2, A3). To achieve these goals, our collaborators fo-
cused on examining the contrail evolution, checking the results against
their practical experience, and then determining commonalities among
multiple simulation runs.

Domain experts associate contrail formation with particle tempera-
ture; hence the exploration started by selecting one member in the 3D
plume view (Fig. 5.D), to visually check the contrail structures as a
function of temperature (A1). Before inspecting the simulation step
by step, the experts checked the simulation progression as an anima-
tion. They observed that particles near the exit at the beginning of
the simulation had a higher temperature, as expected, because the jet
exit is very hot. Moreover, they confirmed that the particle tempera-
ture started to cool off as they traveled further from the jet exit. The
animation further revealed that the mean temperature decreased over
time. Next, the experts investigated the position of the contrails and the
relative temperature at the final time step of the simulation (Fig. 5.D)
by filtering the particles that turn into ice (Fig. 5.E). They noted that, in
practice, contrails start to form at a short distance from the aircraft jet
exit, where particles have cooled enough to form ice when coming in
contact with water vapor. Our evaluators were pleased to notice that the
detected contrail structures also started at a short distance from the jet
engine. This observation was backed up by the 3D views of the other
simulation runs (Fig. 1.D, left). Another finding was the formation of
several small contrail structures close to the jet engine exit, followed
by the main plume (A3). The experts further noted that the Lagrangian
model used in the simulation determines regions of highly fluctuating
supersaturation, which manifest as gaps in Figs. 5–7.

Encouraged by this visual confirmation, the group selected another
simulation run in the second 3D view for further validation and com-
parison of particles’ properties with the first simulation run (Fig. 1.D,
right) (A2). The second simulation had the same overall characteristics.
When they analyzed the particle distribution based on diameter values,
most particles showed larger diameters than expected (Fig. 5.F). From
this observation, the senior domain expert noted that particles should
have much smaller diameters as they turned into ice and showed his
concern about the calculation for that particular simulation. Going
through the simulation parameters and conditions later offline, they
confirmed that the simulation used the wrong initial conditions and,
thus, produced incorrect results. The domain expert mentioned that
they often use ParaView [5] to manually validate the output, which can
be exhaustive and prone to error. Instead, our 3D view facilitated an
easy exploration and validation of the contrail structures in multiple
aircraft engine simulations.

In a follow-up meeting, the domain experts wanted to evaluate pa-
rameter differences between simulation runs. They focused on the
colored-tile glyphs (Fig. 1.B), where similar simulations were grouped
based on their input and boundary conditions (A7). The evaluators
immediately remarked on the large number of simulations that shared
the same parameters (Fig. 5.B). They noted that this was unsurprising,
as many simulations were run using two-stream aircraft engines and a
coarse grid. Next, they observed changes in the simulation outputs over
time; and moved their focus to the filament plots (Fig. 1.C). Specifically,
they wished to understand the temperature patterns because the forma-
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Fig. 7. Contrail Shape Similarity Exploration. (A) Shape of the contrail generated by Simulation 215, and the three most similar members based on
shape characteristics. Kiviat diagrams show the contrail characteristics of the simulation. It can be noticed that member 218 has a narrower shape
and different characteristics than the other three simulation runs. (B) 3D shape of a wide-shaped simulation (top) and a narrow-shaped simulation
(bottom).

tion of contrails depends on whether the temperature is low enough.
Filtering by low mean temperature (Fig. 5.C), the experts found two
groups of simulation runs, with one having lower temperatures through-
out the whole simulation (A7).

In the end, the group selected a member with a low mean temperature
in the first 3D view (Fig. 1.D). After getting a sense of the whole
simulation using the 3D animation, they moved on to the contrail
evolution view to observe contrail structure formation and whether
they merged or dissipated as they evolved (Fig. 1.E) (A5). There
was a larger group structure and multiple smaller groups for each
time step. Likewise, in each time step, the smaller groups generally
merged into larger groups. To see where these larger structures form
in the simulation, they moved to the 3D view and selected the cluster
attribute with the MIP shader (Fig. 6.A) (A4). The experts noticed
that those larger groups were far from the jet exit and positioned at the
center of the simulation environment. The most senior domain expert
confirmed this was a valid scenario, as the more particles move away
from the jet exit, the more likely they will turn into ice due to low
temperature. To certify if this trend persisted within the simulations,
another member was selected, showing a comparable pattern of group
formation and evolution (Fig. 6.B). However, in this simulation run,
they saw a contrail group that did not merge to the next time step.
The evaluators hypothesized that this group of particles had left the
simulation environment, which could mean, in a real-world scenario,
that this group had mixed with natural ice clouds. Overall, the domain
experts concluded that contrail structure detection could be useful to
determine contrail formation and their spread in the environment.

4.2 Case study 2: Contrail Shape Analysis and Similar
Member Detection

This study aimed to explore contrail shapes and to validate the shape
similarity approach visually. These goals were achieved by identifying
similar members based on their shapes and I/O parameters (Fig. 7)
(A6, A7). The domain experts wished to explore the final time step of
multiple simulations, as these time steps correspond to the fully grown
contrails. In this study, we examined 10 such simulation runs. The
evaluators first used the 3D plume projection view to explore contrail
formation and noticed two general trends (A4). One group generated a

narrow contrail shape, and the other generated a wide one (Fig. 7.B).
Based on this finding, they moved on to the similar shape exploration

view for further exploration (Fig. 7.A) (A6) of the wide-shaped simula-
tion. They noticed smaller contrail shapes near the jet exit and larger
contrail shapes with multiple spikes further away. Subsequently, they
looked at similar members based on shape characteristics. They noted
that similar simulations also shared the same wide shape with multiple
spikes. They hypothesized that several ice particles must have traveled
further from the main group, thus generating the spikes. Observing
the contrail attributes using the Kiviat diagrams (A6) (Fig. 7.A), the
evaluators noticed comparable values among similar members. When
considering a narrow-shaped member, they again noticed its similar
members shared the same general shape and attributes. Inspecting the
shape similarity based on the member I/O parameters (A7), the same
members were highlighted, but in a different similarity order. This
meant that even though some members had similar shapes, they had
different I/O parameters. The wide-shaped members tended to have
lower mean temperatures than the narrow-shaped. Surprisingly, some
of the narrow-shaped members, even though having lower area values,
contained a larger number of particles. The domain experts noted that
this view exploration was really important as it could help them to
identify suitable parameters to generate different types of simulations,
thus achieving optimal parameters for contrail formation.

4.3 Expert Feedback
The proposed framework yielded excellent feedback from the domain
experts. Given the participatory design process, the feedback was
primarily focused on the functionality of the tool. The 3D plume
projection view facilitated the validation of different simulation runs
(Fig. 1.D). The experts confirmed that having pre-computed attributes
helped them focus on gaining valuable insights and testing hypotheses.
Similarly, they mentioned that the contrail evolution view (Fig. 1.E)
provided the means to observe contrail structure formation and progress,
allowing them to assess the mixing of contrail structures with natural
ice clouds. In addition, they found the shape similarity exploration view
particularly useful (Fig. 7.A) to generate additional simulation runs and
mentioned that, in the future, this would be helpful when finding ideal
case scenarios for contrail formation.
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The experts noted that the I/O parameter view (Fig. 1.A-C) helped
them identify parameters for contrail formation. Likewise, they found
the color glyph helpful when identifying the specific setup for each
simulation. Given the number of parameters involved in the analysis,
the choice of visualizing only the groups of simulations that differ in
the physical or boundary conditions was “very effective in this respect”.
The multiple-linked paradigm provided an efficient overview, as well
as details of the simulation data. The domain experts agreed that the
visual front-end’s performance was reasonable, easy to use, and had
great applicability in engine simulation research.

Overall, the experts appreciated the tool developed for the analysis
and visualization of contrail data, as well as the specific encodings used:
“The glyph is helpful to identify the setup for each simulation. The
visualization of ice crystals, colored with physical features such as ice
mass or ice radius, is instructive to characterize the contrail structure.
Furthermore, it gives a quick sense of how such a structure depends on
the parameters of the simulation. For example, it is very impressive to
see through the 3D snapshots reported in Fig. 7 how decreasing ambient
temperature leads to a much wider contrail, which is physically sound
because lower temperature favors vapor condensation into ice. This
analysis would have been much harder to perform using simple post-
processing without this visualization tool.”

5 DISCUSSION

The credibility of HPC simulations used for environmental predictions
to develop public policy, safety procedures and estimate the impact on
the environment is of great importance [95]. Hence, domain experts
need to carefully assess the data quality of these computer-generated
simulations to achieve accurate resolutions. Using our system, they
were able to validate the data and the models developed; and, in some
cases, observed unusual attribute values and anomalies in the distri-
bution of the data. In the end, our work facilitated a blend of compu-
tational and human effort to validate the HPC data quality and study
contrail formation.

The case studies and the domain expert feedback demonstrate our
system’s ability to help identify contrail structures and their evolu-
tion over time. Our integrated approach can capture correlations and
inconsistencies between input parameters and outputs from multiple
simulations. In addition, our approach efficiently supports the analysis
of individual time steps and whole simulations by handling one or more
members. Through an ACD approach and visual scaffolding [53], we
introduced customized novel encodings to our domain experts (Fig. 1.B,
D), thus enabling them to perform more complex analyses despite low
initial visual literacy. For example, through multiple iterations and
prototyping, our system introduced customized colored-tile glyphs to
show input parameters and boundary conditions of simulation runs.
The glyphs scale well with the number of parameters [4, 51]. Despite
the large size of the original dataset, this project also supported a de-
tailed investigation of contrail group progressions through a custom
tracking graph. Furthermore, our multi-view design supports both a
details-first [50] and an overview-first paradigm [82], which, as shown
by our evaluation, can provide more flexibility in data exploration. The
visual front-end follows a standard left-to-right flow, although domain
experts can move freely between components.

With the help of the similar shape exploration view, our evaluators
identified similar members based on their contrail shapes or I/O param-
eters. This is particularly important as domain experts often want to
identify input parameter conditions for generating similar simulations.

Current research in ensemble visualization focuses on analyzing
high-dimensional ensemble data through input parameters or simulation
outputs. While a few research works deal with both input parameters
and simulation outputs, most do not incorporate both into a front-end
[16, 39, 50], or, if they do, they observe the overview of simulation data
at a very high level [18]. Our visualization approach tackles both sides
of the problem, considering input parameters and simulation outputs,
and contributing to exploratory analysis of individual members.

As ensemble data consists of multiple HPC simulations with differ-
ent parameter settings, inspecting the huge simulation output data can
be overwhelming. Consequently, it is important to have a system that

can handle large data efficiently without compromising its overall va-
lidity. Besides that, the effectiveness of a web-based visualization tool
can be seriously hindered if it takes into account the HPC data without
any pre-processing. Our proposed computational back-end is designed
to manipulate a high volume of data. We use the volume rendering tech-
nique to significantly minimize the data size without losing important
information. The computational back-end uses a number of existing
techniques, which we adapt to our domain. Additionally, we introduced
techniques for detecting similar shapes and contrail evolution tracking
to solve problems specific to this work. Our visual front-end leverages
existing visualizations as well as customized visual encodings. Further-
more, even though our proposed approach is based on domain-specific
HPC aircraft-engine simulations, it can be generalized to analyze and
explore other spatio-temporal CFD data (e.g., analyzing the fluid mix-
ing problem [57, 58, 63]). Likewise, the contrail clustering method can
be used to identify similar groups in spatio-temporal data. The contrail
evolution view can be used to analyze the temporal progression of other
ensemble data, such as in fluid mixing problems. The shape analysis
method can also be incorporated into these other domains to define
shape characteristics. Our color-tile glyph approach works well with
a large and varied number of input parameters, and could be used for
other simulation data across domains, as simulation runs commonly
feature largely-similar input parameters and boundary conditions.

There are several limitations to the current design of our system.
First, the 3D plume projection view allows domain experts to compare
only two time steps of the same or different simulation run(s) while
reducing cognitive load. To explore the ensemble data, the experts
leveraged instead the I/O Parameters and Similar Shape Exploration
views. Second, to explore an entire simulation, we used an animation
feature to provide an overview of the particles and their properties over
time. Even though it works well in our case with relatively few time
steps, it can hamper longer observations due to its reliance on short-term
memory [64]. Third, whereas the inherent visual scalability of filaments
with the number of attributes shown is limited, filtering operations help
alleviate this issue. Finally, our edge-crossing minimization algorithm
in the tracking graph works well for a limited number of nodes and links.
Future work includes addressing scalability issues, and automatically
highlighting unusual attribute values so domain experts can concentrate
on these attributes immediately.

6 CONCLUSION

In this work, we described the activity-centered design of a visual
computing framework that supports the analysis of contrails resulting
from multiple HPC aircraft engine simulations. We described the ap-
plication domain data and activities related to defining contrails and
contrail-related attributes, quantifying spatial features, and identifying
their similarities. We also leveraged a contrail formation criterion and
presented a custom algorithm to detect contrail shapes and their charac-
teristics. Additionally, we introduced a novel blend of data mining and
interactive visual encodings that links 3D simulation visualization tech-
niques, parameter details of ensemble members, their evolution over
time, and shape characteristics in order to explore trends and anomalies
within the data, as well as to detect and analyze formation and evolution
of contrail. The evaluation of the resulting framework with domain
experts shows that this visual computing approach successfully aids in
contrail data investigation.
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