




simulation, and imaging. Connect with networking as good
as direct memory access. Provide software and hardware
to track gaze, gesture, facial expression, and body position.
Offer it as a built-in feature on all personal computers and
workstations.

Obviously, we are far from achieving ubiquitous Tele-
Immersion. Let us consider the situation with human voice
and audio in general. There is a worldwide network op-
timized for speech (the telephone system) that supports
2-way and multi-way interactions. Computers and other
equipment one can purchase in shopping malls can com-
pletely record, edit, playback, and duplicate audio to near
perfection. Real-time speech synthesis is close at hand with
gigaflop desktop machines. Similarly, for video recording,
editing, playback, global teleconferencing, and broadcast,
mature and optimized systems exist, at much higher cost.
No such consumer/corporate demand exists yet for Tele-
Immersion; however, the near-term ubiquity of 3D graphics
engines, expected implosion of telecommunications costs,
and emergence of new display technologies are reasons for
timely experimental development of integrated systems. We
hope to inspire private sector products by developing proto-
types of fully integrated Tele-Immersion hardware and soft-
ware, as we have thus far with projection-based VR sys-
tems. Many of the barriers are market-based, but several
are true technical research issues. Below, we identify a set
of these research issues.

The Tele-Immersion system of 2008 would ideally:

1. Support one or more flat panels/projectors with ultra-
high color resolution (say 5000 x 5000)

2. Be stereo capable without special glasses

3. Have several built-in micro-cameras and microphones,
and other sensors

4. Have tether-less, low-latency, high-accuracy tracking

5. Network to teraflop computing via multi-gigabit net-
working with low latency

6. Have exquisite directional sound capability

7. Be available in a range of compatible hardware and
software configurations

8. Have gaze-directed or gesture-directed variable reso-
lution and quality of rendering

9. Incorporate AI-based predictive models to compensate
for latency and anticipate user transitions

10. Use a range of sophisticated haptic devices to couple
to human movement and touch

11. Accommodate disabled and fatigued users in the spirit
of the Every Citizen Interface to the NII

What we have as parts to integrate into 1998 systems are:

1. Heavy, moderately expensive 3-tube projectors as the
only straightforward stereo-capable projection devices

2. Large projection distances needed for rear projection

3. Medium resolution (1280 x 1024 pixel) displays with
barely sufficient brightness

4. Moderately awkward stereo glasses

5. Graphics hardware that integrates poorly with non-
stereo camera input

6. Imprecise electromagnetic tethered tracking with sig-
nificant latency

7. Best effort networking with random latency

8. Expensive multi-processor workstations and rendering
engines ($300,000 / screen for multi-screen systems)

9. Primitive software models of user interactions within
VR and Tele-Immersive systems

10. Very primitive hardware devices for haptic interaction

The computing and networking hardware needed as the
base for Tele-Immersion applications is fortunately coming
along nicely through open market competition. The integra-
tion of these technologies with emerging visual displays is
deeply challenging work, however.

5. Personal Tele-Immersion Devices: Ratio-
nale, Design Concepts, and Development
Methods

To construct the Tele-Immersive office workspace, one
would want affordable wall-sized high-resolution border-
less displays with low lag and undiminished image intensity
when viewed at an angle. Given that such a display does not
exist today, we must start by assembling new VR systems
from available components.2

We intend to build several devices, each of which ad-
dresses different major issues in the Tele-Immersion / VR
human computer interface:

1. ImmersaDesk3

2. Personal Augmented Reality Immersive System
(PARIS)

3. Personal Penta Panel (P3)

4. Totally Active Workspace (TAWS)

5. CAVEscope

New projection and display technologies are showing
promise, but the winning technology of the future is not at
all evident. Rather than place our bets on one particular
type of device, we specify below a set of display technolo-
gies. In the context of building new VR devices, we shall
investigate the viability, flexibility of operation and breadth
of application of the following new display technologies as
compared to current 3-tube projector systems:

2Several companies, like Panoram and VRex, [23] offer well-designed,
non-tracked displays for the office and showroom. Barco and Fakespace
have products similar to the ImmersaDesk. The goal of EVLs research is
not to compete with the commercial sector, but to investigate and inspire
new display and tracker technologies for the human-centered interface to
Tele-Immersion.







Display Technology Resolution Lag Cost Stereo Possible? Proposed Device(s)
LCD Panel 1280 x 1024 High Medium No CAVEscope
LCD Projector 1280 x 1024 High Medium In Pairs only PARIS
DMD Projector 1024 x 768 Low Med-Hi In theory PARIS, TAWS
Plasma Panel 800 x 600 Low Med-Hi Unknown P3, ImmersaDesk3, TAWS
LED Panel 320 x 192, tiled Low High Maybe P3, TAWS
FLC Projector 640 x 480, then 1280 x 1024 Very Low Unknown In pairs, possibly with 1 only PARIS
3-Tube Projector 1280 x 1024 Low Medium Yes TAWS (initially)

Lag is the time for the image to decay; it if is high, stereo cannot be achieved by time multiplexing
Cost: High means>$35,000 / high-resolution screen; Medium means approx $15,000 / screen; Low would be<$5,000 / screen

Figure 8. Summary of Experimental Display Technologies Compared to Current 3-Tube Projection
Technology

a stereo image, without shutters as needed with LCDs or
DMDs. With assistance from the manufacturer, it is pos-
sible that stereo speeds could be achieved since lag is not
deemed to be an issue.

6.3. Personal Penta Panel (P3)

The Personal Penta Panel (P3, see Figure 4) is a open
box made out of five 42” diagonal plasma panels. The
user places his/her tracked head and hands into the box
of screens and is presented with a surround (initially non-
stereo) view. Since each panel has a frame around it, this
creates seams between screens that are difficult to eliminate.
There are, however, optical methods to relay an image a few
inches forward, which could be used to (mostly) eliminate
the effects of the frames. Such a device would be useful for
all but very close viewing, even in non-stereo, as we wait
for the needed technological progress in panels.

Another promising technology for consideration is the
color LED screen, which could be manufactured to any size
without borders and easily built into a cube. Eventual reso-
lution is unpredictable at this point, but LED technology has
great potential and lag is not theoretically a problem. Hu-
man/computer interface problems like claustrophobia and
simulator sickness will be interesting to monitor with users
of the P3.

6.4. Totally Active Work Space (TAWS)

We intend to build screens into a cubicle-sized 7 x 7 x
7 CAVE-like structure such that the user works on a glass
desk surface. Much care will be needed in the choice and
position of the desktop surface so that reflection is not
a problem (for instance, it may have to be angled). A
variable-position desktop is very desirable for designers and
the Every Citizen Interface work we want to do as part of
our research. Since we would skip the floor projection in
this model and its size is much smaller than the CAVE, we
would also be free to add a top-projected ceiling. We can
also experiment with rigid wall screen materials given the
smaller size. Perhaps this concept can be realized with huge
high-resolution plasma panels (being developed for HDTV)
or tiled LED panels, thus eliminating the need for rear pro-
jection and its huge consumption of space in an office envi-
ronment. In the future years, we expect 70” or larger high-
resolution plasma panels to be available. Laser projectors
are also potentially promising technology for the future.

The TAWS configuration (see Figure 5) is topologically
and computationally equivalent to a CAVE, so it is equally
demanding of graphics resources. TAWS is large enough
for two colleagues to share the workspace when need be.
EVL has been running its LCD shutter glasses at 160Hz,
so that four lenses (in two sets of glasses) can operate al-
most flicker-free at 40Hz each. This capability, called duo-
view, allows two tracked users of the same display to see
the image in correct perspective and size, important for
sharing a workspace. Research into screen materials is
needed because the de-polarization that comes from look-
ing at screens at very oblique angles creates ghosting that is
more an issue with duo-view than normal stereo.

6.5. CAVEscope: Simulating Variable Resolution
Displays

Both the CAVE and the ImmersaDesk trade off wide an-
gle of view for resolution. Human vision, though, is acute
only for a very narrow angle, the approx. 5 degrees of vi-
sion falling on the fovea. It would be desirable, therefore,
to have adaptive resolution displays that, given eye tracking,
could match human visual acuity in the area of the screen
in this five-degree angle of view. In stereo, graphics en-
gines currently achieve a resolution of 1280 x 1024 spread
across 5 to 10 feet, a rather less-than-crisp display. Soft-
ware techniques can be used to render more detail in the
area of interest, but resolution in terms of pixels per square
foot does not improve. The projectors now available cannot
handle the dynamic horizontal scanning fluctuations needed
for variable resolution display. CAVEscope (see Figure 6) ,
however, provides a way to approximate variable resolution
in a CAVE setting.

Some flight simulators have elaborate mechanisms to in-
set high-resolution images at the pilot’s center of interest by
using a second projector inset at higher resolution. Since
CAVE users have much more freedom than a pilot to move
and look around, this technique will not work well since
the inset projector, whose image is positioned by a mov-
ing mirror, has a limited range of motion and focus. In-
stead, we are providing a high resolution (e.g., 1024 x 768
or 1280 x 1024) LCD display that one can move into the
area of detailed interest. Such a display would be like a
portal into a higher-resolution space. It will be suspended
in the CAVE by a counterweighted mechanism, much like
an X-ray machine in a dentist’s office. One would navigate
in the CAVE as normal, with surround vision, but pull the
CAVEscope into place when high resolution is needed. The





VR Device Minimum Graphics Research and Development Efforts
Computer Requirements

ImmersaDesk3 Desktop SGI or any NT PC Plasma panels are not stereo (yet). Resolution is low currently,
with single stereo pipe* although size (42”) is fine. Will have to work with manufacturers.

PARIS Deskside SGI with multi- Achieving stereo this way is new for EVL. The structure holding the
screen option** or dual-pipe projectors will be a design challenge. Integrating video cameras and
PC (e.g., Intergraph) gesture/facial recognition with stereo displays needs R&D.

P3 SGI Onyx rack*** Border-less display difficult to achieve. Not stereo (yet).
with 3-5 pipes Video camera placement problematic. Resolution currently low to medium.

TAWS SGI Onyx rack Desk surface material must be transparent but not reflective. Desk position and angle needs
with 3-5 pipes to be variable. Needs room for rear projection until hi-res stereo 70” plasma panels available.

CAVEscope Extra pipe in CAVE Rack SGI Construction is a challenge. Choice of right size/resolution LCD
or PC with stereo pipe panel is critical. Stereo is desirable but difficult.

* Pipe is shorthand for ‘pipe-line’ and refers to the graphics engine.
* A high-end SGI pipe can drive two screens with this option.

** A rack (as opposed to deskside or desktop) configuration is currently required for>1 pipe/2 screens.

Figure 10. Summary of Proposed VR Instrumentation R&D Efforts
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